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Executive Summary

More than half of U.S. students are not ready for their next step because instruction is consistently below grade-level, especially for students of color and students from low-income households. Leading Educators aims to erase this gap in students’ opportunities by partnering with school systems to build and sustain the conditions, teaching, and leadership that enable a strong culture of content-based professional learning. Equity lives in the choices teachers make every day, so Leading Educators uses professional learning to empower teachers with the deep knowledge of learning standards and pedagogical skills necessary to reach every student, no matter what level they start at. This evaluation attempts to measure Leading Educators’ efficacy in reaching these intended outcomes using a rigorous methodology. This evaluation specifically measured the effect of programs in Louisiana and Michigan during the 2017–2018 school year on student standardized scores in mathematics and English language arts (ELA).

During the 2017–2018 school year, Leading Educators supported school systems in Louisiana and Michigan to establish teacher-led professional learning structures. Local teams of teacher leaders who led professional learning for their peers in partner schools received cohort-based professional development to prepare them for effective leadership, as well as monthly coaching. Within schools, the teacher leaders facilitated 90-minute blocks of sequenced professional learning aligned to their curriculum on a weekly or bi-weekly basis. In meetings, content teams analyzed data, set goals, learned individually and collaboratively, applied new learning, and monitored student progress. Meetings were linked to key areas of focus in a cycle so that teachers could build deep capacity in a narrow set of key topics connected to school priorities.

With the support of RAND Corporation, Leading Educators used a quasi-experimental study design and combined two methods for the analysis: propensity score weighting (PSW) and difference in differences (DiD). While the DiD method accounts for changes over time that are not explained by the intervention, the PSW accounts for selection bias. RAND provided extensive guidance to ensure Leading Educators could provide schools and districts with strong information about how to support improvement in student outcomes.

This study found a positive and statistically significant effect on math scores in both sites, a positive and significant effect in ELA scores in Michigan and a positive and not significant effect in ELA in Louisiana. The effects are reported in standard deviation units and can be converted to an improvement index using the difference between the percentile range of an average student in a school served by Leading Educators and a comparable school. The improvement indexes for math were 12% in Louisiana and 4% in Michigan. The improvement index for ELA in Michigan was 6%. We found no discernible effects in ELA in Louisiana during the first year. Finding positive and significant effects across considerably different contexts is strong evidence for the scalability of the Leading Educators model. Lipsey et al. (2012, p. 34) calculated the mean effect size of 89 randomized studies that used broad scope standardized tests results at the elementary level as the outcome measure. Applying this framework, all effects of Leading Educators’ intervention are above the mean effect of similar randomized studies.

One possible explanation for the difference in results observed in math and ELA in Louisiana could be differences at the school level that influence math and ELA in different ways, such as the use of high quality curriculum and competing priorities and interventions. The professional development program focused exclusively on math in some schools and focused exclusively on ELA in others. The demographics of supported math students differed from the demographics of supported ELA students in the same region but the bigger differences are observed across the two regions. Compared to the state of Louisiana, a much higher proportion of the supported students in Louisiana are students of color and a slightly higher proportion are English learners. In Michigan, a much greater proportion of supported students are students of color, English language learners, and disadvantaged when compared with state averages.
Introduction

Majorities of students are not ready for their next step beyond high school due to inconsistent access to grade-appropriate teaching and learning. School systems seek effective strategies for improving instruction at scale to strengthen the opportunities students have in the classroom to reach college and career readiness. Many support organizations exist to meet this demand, but few interventions have significantly affected student outcomes when assessed with the most rigorous evaluation methods. The most common analyses focus on changes in percentage of students achieving proficiency, but that metric cannot easily detect movement above or below the cut score, and trends seen can vary widely within the same dataset due to the placement of the cut score. Consequently, trends can appear deceptively large or small dependent on factors that have little to do with actual student growth. Other studies that compare average scores use methods that cannot establish causality. For example, comparing outcomes before and after an intervention fails to take into account other events that may have affected the outcomes. Likewise, studies that compare participants and non-participants fail to account for selection bias. Student analyses that move beyond proficiency and simple correlational methods can provide schools and districts with stronger information about how a particular choice may have impacted student outcomes.

The purpose of this impact evaluation is to answer the question: What is the effect of Leading Educators’ model of content-based professional learning on student learning? More specifically, what was the effect of programs in Louisiana and Michigan during the school year 2017-2018 on student standardized scores in mathematics and English language arts (ELA). Leading Educators used a quasi-experimental study design and combined two methods for the analysis: Propensity Score Weighting (PSW) and Difference in Difference (DiD). The study found a positive and significant effect for math scores in both sites, a positive and significant effect for ELA scores in Michigan and a positive and not significant effect for ELA in Louisiana. Leading Educators’ logic model anticipates positive and significant effects after one or two years of partnership. These results are especially promising since positive, significant effects were detected at both sites after the first year. Schools supported in Michigan and Louisiana have considerably different conditions, suggesting that this type of support can work in a variety of contexts.

Leading Educators Program Model

During the 2017-2018 school year, Leading Educators partnered with school systems in Louisiana and Michigan to build teacher knowledge and practice to meet the demands of rigorous college and career readiness standards. Using local teams of teacher leaders as key drivers for instructional improvement, Leading Educators supported system leaders to design and implement job-embedded, content-specific professional learning that allows teachers to learn, plan, and practice with grade-appropriate content in collaboration with peers.

Teacher leaders who supported schools received cohort-based professional development to prepare them for effective leadership of professional learning, as well as monthly coaching. Within schools, the teacher leaders facilitated 90-minute blocks of sequenced professional learning aligned to their curriculum on a weekly or bi-weekly basis. In content-focused cycles of professional learning, groups of content-alike teachers met weekly to tailor their instruction using standards-based instructional planning and practice. In meetings, content teams analyzed data, set goals, learned individually and collaboratively, applied new learning, and monitored student progress. Meetings were linked to key areas of focus in a cycle so that teachers could build deep capacity in a narrow set of key topics connected to school priorities. The program comprised about 78 hours of out-of-school sessions (summer and weekend sessions) and 14 to 15 hours of in-school coaching and support. On average, teacher leaders conducted about one and a half content cycles over the course of the year, with the most common topic in ELA being “Building Knowledge through Text Sets” and the most

---

1 See Ho (2008) for a discussion of the limitations of using proficiency indicators.
common topic in math being “Curricular Shifts in Math.”

Figure 1 shows the links between Leading Educators program activities and the expected outcomes. Based on experience and multiple meta-analyses (Timperley & Alton-Lee, 2018; Kraft, 2018; Boulay et al., 2018; Dolfin et al, 2019), Leading Educators expects to see improvements in the short term in school climate, teacher leader beliefs, and leadership skills. In the medium term (1 to 2 years), after teachers have integrated their new knowledge and skills into their practice, a measurable increase in student outcomes will be detected.

Figure 1: Leading Educators Logic Model for Program Year 2017–2018

Description of the files and analysis
The methodology for this evaluation was developed with the support of the RAND Corporation. It combines two statistical methods for the analysis: Propensity Score Weighting and Difference in Difference. PSW is used to calculate weights that are applied to students in the comparison sample in order to make the group composition similar to the group of students served by the intervention. The weights are calculated by taking into account a combination of demographic variables and their relative influence on student outcomes. DiD is a type of regression analysis that calculates the difference before and after an intervention between participants and non-participants. The difference between the pre/post differences in outcomes of the participants and non-participants was used to isolate the

---

2 Timperley & Alton-Lee (2008) synthesize the evidence from 97 empirical studies of professional development models that have demonstrated to have a positive impact on outcomes on diverse learners and conclude among other things that it takes one or two years for teachers to build knowledge and change beliefs and practice. Boulay et al. (2018) evaluated 67 i3 education interventions. Only twelve of them had a statistically significant positive impact on at least one student academic outcome. Nine of the twelve evaluations reported a positive increase on outcomes in ELA and mathematics and only two of those nine interventions had a positive effect at the end of year 1 of the program, with most reporting positive effects in year two and some reporting positive effects after year 3 (Clark, 2015; May, 2016; Parkinson, 2015; Gallagher, 2016; Meyers, 2016; Brandt, 2013; Mokher, 2016; M. Bos, 2019; Fong, 2015; Jones, 2016). Kraft (2018) also uses evidence from a meta-analysis where he finds that smaller effects are seen when cumulative decisions and sustained effort over time is required, as is the case of Leading Educators model which emphasises school system change and supports a balanced combination of math and ELA content knowledge, equity mindsets and leadership skills. Dolfin (2019) evaluated a professional development intervention very similar to Leading Educators and found that students scores on ELA assessments improved only after year two.
Combining both methods (DiD and PSW) integrates the benefits of both model assumptions. While the DiD method accounts for changes over time that are not explained by the intervention, the PSW accounts for selection bias. RATE (RAND Analysis Toolkit in Education) is the software used for the analysis, developed by the RAND Corporation.

The state of Louisiana provided anonymized, student-level results on the Louisiana Educational Assessment Program (LEAP) from the 2014-2015 through 2017-2018 school years. The file contained indicators for all students taught by Leading Educators teacher leaders and their peers with grades 3-8 math and ELA LEAP assessment data and demographic information of students from the entire state of Louisiana. This provided the analysis with a very large comparison group, essential for the effectiveness of the PSW analysis in particular. As opposed to receiving separate datasets directly from the schools, the district level dataset guarantees consistency of the indicators and naming conventions and reduces the chances of errors in data processing and cleaning.

The impact evaluation in Michigan used files from four of the five districts Leading Educators served from two different sources and with some variability in the content and characteristics of the datasets. The merged files with the common variables included 14 schools, ten of them elementary schools and four middle schools. Two high schools were excluded from the dataset because the standardized tests are not comparable with the ones for elementary and middle school and because there was no data for the three years required. Data was not available for four elementary schools and one middle school served. Half of the schools in the dataset were schools supported by Leading Educators and the other half were comparison schools. The file includes anonymized student level demographics and results from the M-Step for 3rd to 8th grade students from 2015-2016 to 2017-2018 school years. All files include indicators for all students taught by Leading Educators teacher leaders and their peers.

The Louisiana and Michigan analysis and dataset have two common limitations. First, teachers had completed nine months of content-focused, job-embedded professional learning. It may take more than one year to produce strong enough effects that can be detected by statistical models. Second, the files do not include teacher level demographics, program attendance or other implementation data that would allow analysis of connections with teacher characteristics and program implementation. Finally, the number of schools served in Louisiana and Michigan is too small to include the school level characteristics in the PSW analysis. This means that the evaluation design could not include the peer effect to balance the characteristics of the treatment and control groups. Nevertheless, the research team was able to include them in the DiD analysis and improve the estimates in that way, which is one of the advantages of combining the two methods.

The Louisiana dataset is also missing Free and Reduced Lunch status, a critical variable as a significant body of research demonstrates individual socioeconomic status (SES) and school composition both affect student achievement. The Louisiana Department of Education will likely be able to add this status in the future. Another limitation was the inability to include an indicator for location in the Louisiana analysis due to data sharing restrictions to protect the privacy of Louisiana students. Future studies will account for maintaining student privacy while including some indicators for location and urbanity. Conditions in rural Louisiana schools are likely quite different from conditions in the urban schools that received the intervention. For Michigan, this variable is not as relevant because the comparison schools are located in the supported school districts and should share most of the neighborhood characteristics of the treatment schools.

In Michigan, six of the 14 schools that Leading Educators supports were excluded from the analysis. That means the impact of Leading Educators’ programs could only be evaluated in 57% of the supported schools. Furthermore, the dataset is limited to scores for students in 3rd to 8th grade.

---

3 See Appendix 1 and 2 for a more detailed explanation of the PSW and DiD methods.

4 “Peer effect” is the presumption that student composition in schools has an effect on student outcomes.
8th grade. The Michigan dataset did not include data from the entire state, so the sample of comparison schools was more limited. After applying the weights calculated using the PSW analysis, the treatment and comparison group observed characteristics are very similar.

**Student demographics**

The professional development program focused exclusively on English language arts (ELA) in some supported schools, while others focused on math. Because the demographics of Leading Educators math students differed from the demographics of ELA students, different groups were used for subject-specific analysis. For each group, a similar comparison sample was estimated using the PSW analysis.

Compared to the students in the ELA sample, a greater proportion of math students in Louisiana were white (13% more), Hispanic (4% more) and English language learners (2% more), and fewer were Black (20% less) and exceptional learners (3.5% less). Students in the ELA sample performed about 0.1 standard deviations further below the state average on the ELA assessment compared to the math sample relation to the math average.

Compared to Louisiana State, a much higher proportion of Leading Educators students are students of color and a slightly higher proportion are English learners.

Compared to the students in the ELA sample in Michigan, a greater proportion of math students were Black (22% more), white (13% more) and Asian (17% more), and fewer were Hispanic (54% less), English learners (11%), students with free and reduced lunch status (14% less), and exceptional learners (3% less). Students in the ELA sample performed 0.1 standard deviations further below the state average on the ELA assessment compared to the math sample relation to the math average. Compared with the state of Michigan, a much greater proportion of Leading Educators supported students are students of color, English language learners, and economically disadvantaged.

Demographic differences between Michigan and Louisiana can have implications for the way the impact of Leading Educators’ programs is interpreted. Positive and significant effects under different circumstances suggest that the program can be effectively implemented and scaled in varying contexts.

<table>
<thead>
<tr>
<th>Table 1: Louisiana Partnership and State Demographic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Students with exceptionalities</td>
</tr>
<tr>
<td>----------------------------------</td>
</tr>
<tr>
<td>Leading Educators Math students</td>
</tr>
<tr>
<td>Leading Educators ELA students</td>
</tr>
<tr>
<td>Louisiana State 2016</td>
</tr>
</tbody>
</table>

Source: Louisiana Department of Education and this study.
The idea behind the PSW technique is to calculate weights that will be used in the regression analysis to balance the comparison and treatment samples according to the observed characteristics of the students and their environment. An important assumption in this method is that all the observed characteristics that are correlated with student outcomes and that are different in the two groups have been included. There are a few important characteristics that meet this criteria and were not included in the analysis. Teacher demographic information and indicators of program participation were not included because they were not part of the data sharing agreement for the school year 2017-2018. School level characteristics were not included in the PSW analysis due to sample size. The student level variables included in the PSW analysis in both regions are race/ethnicity, gender, prior year scores, English language proficiency, and exceptionality status. For Michigan analysis, we were able to also include free and reduced lunch status.

The Difference in Difference analysis was performed including both student and school level variables. In Louisiana school level aggregates for Black and White race, exceptionality status, and English language learner status in both regions were included. In Michigan, school aggregates for Hispanic race and free and reduced lunch status were also added. The student level variables included are the same variables included in the PSW, a strategy known as a doubly robust estimation.

The results of the Difference in Difference analysis for ELA and math are presented in Table 3. The probability value of zero means that the margin of error of our effect size estimate is close to zero, and therefore, we can be very confident about the results given that all model assumptions were met. The P value of 0.69 found in the ELA sample in Louisiana means that the margin of error is too high and it is not possible to determine if the program had an effect on student scores or if the effect was too small to be detected with the available data. The effect sizes can then be interpreted as the difference in the change in score after one year in the program between a student in a school served by Leading Educators and a comparison student. In other words, a student in a supported math school in Louisiana scored 0.31 standard deviations better after one year.
than a comparison student. In Michigan, a student in a Leading Educators school scored 0.15 standard deviations better in ELA and 0.10 standard deviations better in math after one year than a comparison student.

One possible explanation for the difference in results observed in math and ELA in Louisiana could be connected with differences at the school level that influence math and ELA in different ways. Data collected by Leading Educators for the teacher cohort of 2017 shows that 9% more math teachers reported the use of at least one high-quality aligned curriculum compared to ELA teachers. Competing priorities and possibly contradictory interventions that were implemented after Hurricane Katrina could have had different effects on teachers’ knowledge and practice of math and ELA. More years of analysis are necessary to understand why the program had a significant large effect in math earlier than expected.

Figure 2 illustrates the distribution of the scores for the math program in Michigan compared to the control sample. The difference between the mean of the Michigan distribution and the mean of the control distribution, represents the magnitude of the effect. We will dedicate the next section to giving context to this magnitude and to understand its practical significance.

### Table 3. Results from the Difference in Difference Analysis using Propensity Scores to Weight the Comparison Sample

<table>
<thead>
<tr>
<th>Subject</th>
<th>Effect Size</th>
<th>Probability Value</th>
<th>N (total observations, across years, treatment and control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math Louisiana</td>
<td>0.31</td>
<td>0.00**</td>
<td>8,601</td>
</tr>
<tr>
<td>Math Michigan</td>
<td>0.10</td>
<td>0.00**</td>
<td>31,626</td>
</tr>
<tr>
<td>ELA Louisiana</td>
<td>0.05</td>
<td>0.69</td>
<td>6,947</td>
</tr>
<tr>
<td>ELA Michigan</td>
<td>0.15</td>
<td>0.00**</td>
<td>30,924</td>
</tr>
</tbody>
</table>

**Statistically significant at the 1% significance level (P < .001)**

**Figure 2: Distribution and Effect Size of Louisiana Math Program, 2017–2018**
Interpreting the magnitude of the results

Several strategies can be used to understand the magnitude of the effect size, and therefore, the magnitude of Leading Educators’ impact on student outcomes. An intuitive and easy to understand strategy involves comparing the effect size with the effects obtained by other reputable evaluations that calculate causal effects of similar professional development programs. Finding and discerning which studies meet the criteria can be challenging, and Kraft’s (2018) effect size interpretation framework is a helpful tool. According to his research, an effect size above 0.2 can be considered large when compared with other teacher professional development programs in middle and high school.6

Because these programs also vary widely in terms of cost and scalability, these two factors should also be included in the interpretation. The core of Leading Educators’ professional development program was designed not only to be scalable, but also to be sustainable and cost effective. The program cost $238 per pupil in Louisiana and $308 per pupil in Michigan, a low cost relative to other professional development programs according to Kraft’s interpretation framework.

Lipsey et al. (2012, p.34) calculated the mean effect size of 89 randomized studies that used broad scope standardized tests results at the elementary level as the outcome measure. The mean is compared to Leading Educators’ effect sizes in Figure 2. All effects of Leading Educators’ intervention are above the mean effect of similar randomized studies.7

---

See appendix 3 for a decision tree to contextualize effect sizes.

6 Effect sizes in Elementary school are expected to be higher and therefore an effect size that is considered large in High school could be considered medium or less large in Elementary school.

7 Slavin & Cheung (2015) found that the average effect size of randomized studies was smaller compared to quasi-experimental studies, but also noticed that these results have not been consistently found in other reviews about this comparison.
Another preferred strategy that can be used to understand the magnitude of the effect is to calculate an improvement index. An improvement index converts the standard deviation units into percentile change of the average student. For the math students in Louisiana, an effect size of 0.31 is equivalent to a 12% improvement index, or a 12 point increase in the percentile range of an average student in the comparison schools, if he had attended a supported school. We could also suggest that 62% (50% + 12%) of Leading Educator students performed better in math than the comparison students. For the ELA students in Michigan, an effect size of 0.15 is equivalent to a 6% improvement index, or a 6 point increase in the percentile range of an average student in the comparison schools if she had attended a supported school. The effect size for the math program in Michigan of 0.10 is equivalent to a 4% improvement index.

The improvement index is the effect size translation chosen by the What Works Clearinghouse (WWC), an initiative of the U.S. Department of Education’s Institute of Education Sciences (IES). Improvement indexes reported by WWC for teacher level interventions that measure impact on ELA and math are presented beside Leading Educators’ improvement indexes in Table 4. None of these teacher level programs with studies that meet WWC standards had discernible effects on ELA achievement, and only Teach For America (TFA) had a positive and significant effect on math, translated to a 4% improvement index. TFA is comparable to Leading Educators in terms of cost and scalability.

---

8 The improvement index was calculated using a table that lists the proportion of the area under the standard normal curve, by looking at the value under the z-score value that is equal to the effect size and subtracting 50% from that value. For example, for a .25 effect size, the area under the table equals 60%. Then 60% - 50% equals an improvement index of 10 percentile points. “We could then conclude that the intervention would have led to a 10% increase in percentile rank for an average student in the comparison group and that 60% (10% + 50% = 60%) of the students in the intervention group scored above the comparison group mean.” (What Works Clearinghouse, 2011).
The last strategy discussed here involves converting the standard deviation units to other units of reference connected to a more tangible goal or concept like the racial achievement gap, the socioeconomic achievement gap, or units of time like days of schooling. We choose not to convert to units of time because there are many concerns in recent research about the reliability of this type of conversion and its interpretation. The Black/White achievement gap was estimated to be one standard deviation by Miksic (2014). Hannussek (2019) estimates that the SES gap between those at the 90th and 10th percentile of the achievement distribution is about 2 standard deviations. Thus, the effect size of 0.31 standard deviations obtained in math in Louisiana is equivalent to one third (30%) of the Black/White gap and about one sixth (16%) of the SES gap. The corresponding conversions for math and ELA in Michigan are 10% and 15% of the Black/White gap and 5% and 7.5% of the SES gap.

**Figures 5 to 7** compare the size of the effect with the achievement gaps at the state level in the corresponding areas of content. **Figure 5** shows that the improvement in Math in Louisiana is almost the same size as the math performance gap between White and Hispanic students and about 40% the size of the Black/White math gap. In Michigan, the largest improvement was found in ELA and can be compared with reducing the Hispanic/White gap by 30% and the Black/White gap by 17% (see **Figure 6**).
Figure 5: Size of FY18 improvement in Math scores in Louisiana Compared to 2013 Louisiana Math Gaps

- Black/White Louisiana Gap in Math: 0.78
- Hispanic/White Louisiana Gap in Math: 0.37
- Effect after 1 Year of Partnership on Math: 0.31

Figure 6: Size of FY18 improvement in ELA scores in Michigan Compared to 2013 Michigan Reading Gaps

- Black/White Michigan Gap in Reading: 0.91
- Hispanic/White Michigan Gap in Reading: 0.49
- Effect after 1 Year of Partnership on ELA: 0.15

Figure 7: Size of FY18 improvement in Math scores in Michigan Compared to 2013 Michigan Math Gaps

- Black/White Michigan Gap in Math: 1.13
- Hispanic/White Michigan Gap in Math: 0.59
- Effect after 1 Year of Partnership on Math: 0.1

Source Figures 5–7: Racial and Ethnic Achievement Gaps. (n.d.) and this study
Conclusion

Based on research and past experience, Leading Educators expects effects on student achievement to take two years to be detected by statistical methods. Teacher leaders must improve their own content knowledge and develop their leadership skills while simultaneously leading learning and developing their practice and the practice of their colleagues. While some of the learning can be immediately applied in the classroom and transferred to students, other types of learning involve several rounds of practice and feedback. Detecting a positive impact on student standardized scores after only 9 months of support surpasses these expectations. The effects observed range from medium to large when compared with competing professional development programs and their impact is even higher when the comparable low cost per student of the program is taken into account. This study found no discernible effects in the ELA group in Louisiana, which is in alignment with Leading Educators’ logic model. One possible explanation for the difference in impact between math and ELA could be found in unobserved characteristics at the school level that could have affected ELA and Math scores in different ways. After the tragedy of Hurricane Katrina, the New Orleans school system experienced a drastic transformation that included the coexistence of numerous programs and organizations working on similar goals. Perhaps in math, Leading Educators was able to leverage the strengths of other interventions and competing priorities. Another possible explanation is connected to a higher proportion of math teachers reporting the use of high quality curriculum when compared with ELA teachers. By calculating the effects in the following school year, and with new evidence collected through the continuous improvement work of the program team, future analysis may be able to identify the factors that helped increase student outcomes at a significant magnitude earlier than expected in math and ELA in Michigan and in math in Louisiana.

Finding a positive and significant impact in two regions with contrasting characteristics in the student populations and school systems suggests that the Leading Educators model can work in a variety of contexts and can be implemented with fidelity at different scales. The results from this study are strong evidence that the Leading Educators model is a highly cost-effective and scalable teacher professional development program, capable of producing sizable increases in students’ academic outcomes in partnership with underserved school systems.
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Appendix 1: Propensity score weighting

The idea behind the propensity score is that while we can’t observe the same individual in two worlds at the same time, we can find individuals who have very similar characteristics and assign people to treatment and comparison groups based on their observable characteristics. From a practical perspective, we should identify comparisons using determinants of program participation. If the list of relevant determinants is very large, or if each characteristic takes on many values, it may be hard to identify a comparison group. As the number of characteristics or dimensions increases, evaluators may run into what is called the curse of dimensionality. For example, if two characteristics (age, gender) explain program participation, it may easy to find relevant comparisons, where women are paired with women and then ages can be approximately matched. But if in addition there is a need to consider income, education level, ethnic group, and other characteristics, identifying the comparison groups is much harder. Therefore, these characteristics are combined into a single score called the propensity score, a number between 0 and 1 that represents the predicted probability of participating in the intervention.

Rather than identifying comparisons based on multiple characteristics, participants are instead assigned a propensity score. Intuitively, people with a similar propensity score have a similar probability of being in the treatment group. Maybe these individuals are not exactly the same on the observed characteristics, but overall they are equally likely to participate in the program. Good estimates of the propensity score can be effective at diminishing or eliminating confounders in the estimation of treatment effects.

While propensity scores have been used in the past to directly match treatment and comparison groups, it has been shown that a better use of these scores is to generate weights. These weights are then used in running a regression to estimate the treatment effect, so that a person receiving a higher weight is more similar to the treatment group, and some people receive a weight of 0.

**Conditions and Assumptions:**

- All characteristics excluded from the matching process (because they are unobserved or unmeasured) are either not correlated with the outcomes or do not differ across participants and non-participants.
- There are data available on a large number of participants and non-participants. Because individuals need to be paired on fundamental characteristics that are unaffected by the intervention, this requires a significant amount of data.
- The data contain a large number of characteristics that are either unaffected by the intervention (e.g., age or gender) or measured before the program was implemented (such as outcomes at baseline, if available).

**Limitations**

First, to use this method we need a large, detailed dataset of participants and non-participants, ideally before and after the intervention. The dataset must contain sufficient information to adequately estimate propensity scores. A related limitation is that propensity score weighting is not possible unless there is sufficient overlap in the propensity score between the treatment and comparison groups. In addition, note that we can only estimate propensity scores for individuals based on the characteristics that are observed in the data. Thus, the critical assumption is that there are no unobserved or unmeasured differences between the two groups that affect outcomes, which can be a strong assumption in many settings, especially if there is no information on the outcome of interest at baseline.
Appendix 2: Difference in Difference

The key idea of DID is to combine two methods to improve inferences. The first is the difference in outcomes before and after the program for those who participated in the intervention. The main concern with this difference is that any changes in outcomes could be the result of the intervention or another event that occurred in the time between the two data collections. The second difference compares the outcomes of participants and non-participants. Used alone, this is also problematic because these groups could differ in unobservable characteristics that may drive the differences in outcomes.

However, by combining both of the simple differences into a DID framework, we can address some of these concerns. The DID method gives the change in the outcome of the treatment group over time, relative to the change in the outcome of the comparison group. Here is one way of looking at the broad idea: In addition to the difference in outcomes among participants, we can also make use of the pre/post differences among non-participants. Just like the participants, the non-participants are subject to the concurrent events. But unlike the participants, the non-participants are not affected by the education intervention. Thus, by calculating the difference between the pre/post differences in outcomes of the participants and non-participants, we can isolate the effect of the intervention over time.

Conditions and Assumptions

- In the absence of the treatment, the change in outcomes for the “treatment” group would have been similar to the change in outcomes for the comparison group. This is often called the “parallel trends” assumption and allows us to calculate the counterfactual for impact evaluation. The two groups do not need to be exactly comparable at baseline. We merely require that their trajectory over time would have been similar.
- There is reasonable certainty that the participants and non-participants only differ in their exposure to the intervention. If either group has been affected by some other event, the DID method will lead to a biased result.
- There are at least two instances of data collection for participants and non-participants: before and after the intervention. Additional pre-program data are not critical, but they are useful to implement robustness checks (see below).
- The same individuals can be followed over time; while this condition is not necessary, it is the preferred situation.

Limitations

We need to assume that there are no other differential time trends between participants and non-participants, because any difference in the changes between the two groups is attributed to the program.

Differences-in-Differences Estimator

![Differences-in-Differences Estimator](image)
Appendix 3: Decision Tree for Effect Size Contextualization

Decision Tree For Effect Size Contextualization

Effect size comparison (in standard deviation units):
- Compare effect sizes across years and regions: Do they increase when implementation fidelity increases? Does it vary depending on the program change?
  - Pros: Rigorous, Easy to interpret.
  - Cons: Units in standard deviations could confuse, requires more research and longer explanation.

Effect size translation (from standard deviations to other unit):
- Compare effect sizes across competing PD programs: Is the effect size bigger than in other programs? How other programs compare in terms of affected cost per pupil, stability and sustainability?
  - Pros: Easy to interpret.
  - Cons: Units in standard deviations could confuse, requires more research and longer explanation.

- Convert to units of time: Number of days/months of schooling.
  - Pros: Relatively easy to interpret.
  - Cons: Less rigorous, could be misleading.

- Convert to proportion of achievement gap: White vs. black, high SES vs. low SES, high performing schools vs. low performing schools.
  - Pros: Relatively easy to interpret.
  - Cons: Units in standard deviations could still confuse, slightly more research and slightly longer explanation.

- Convert to improvement index: Change in percentile rank of the average student in the comparison group if they had participated in the program.
  - Pros: Rigorous, Relatively easy to interpret.
  - Cons: Percentile rank could be confused with percentages, slightly longer explanation.